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Background: Data cleaning is the series of procedures performed before a formal statistical analysis, with
the aim of reducing the number of error values in a dataset and improving the overall quality of sub-
sequent analyses. Several study-reporting guidelines recommend the inclusion of data-cleaning pro-
cedures; however, little practical guidance exists for how to conduct these procedures.
Objectives: This paper aimed to provide practical guidance for how to perform and report rigorous data-
cleaning procedures.
Methods: A previously proposed data-quality framework was identified and used to facilitate the
description and explanation of data-cleaning procedures. The broader data-cleaning process was broken
down into discrete tasks to create a data-cleaning checklist. Examples of the how the various tasks had
been undertaken for a previous study using data from the Australia and New Zealand Intensive Care
Society Adult Patient Database were also provided.
Results: Data-cleaning tasks were described and grouped according to four data-quality domains
described in the framework: data integrity, consistency, completeness, and accuracy. Tasks described
include creation of a data dictionary, checking consistency of values across multiple variables, quanti-
fying and managing missing data, and the identification and management of outlier values. The data-
cleaning task checklist provides a practical summary of the various aspects of the data-cleaning pro-
cess and will assist clinician researchers in performing this process in the future.
Conclusions: Data cleaning is an integral part of any statistical analysis and helps ensure that study re-
sults are valid and reproducible. Use of the data-cleaning task checklist will facilitate the conduct of
rigorous data-cleaning processes, with the aim of improving the quality of future research.

© 2024 Australian College of Critical Care Nurses Ltd. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Data cleaning is the process by which raw data are transformed
into data that are of an appropriate quality for formal statistical
analysis. It involves the identification and management of incorrect
data and is vital for ensuring the validity and reproducibility of
research findings. Data cleaning should be performed on all data-
sets before analysis, regardless of whether they have been collected
manually or extracted from an electronic health record or clinical
registry as all datasets may contain incorrect or missing data.1
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Reporting guidelines for both observational and predictive
modelling studies recommend that data-cleaning processes are
reported, particularly aspects relating to missing and outlier data;
however, this fails to occur in a significant number of pub-
lications.2e5 This paper aims to provide clinician researchers with
guidance to perform and report rigorous data-cleaning procedures
according to a previously proposed data-quality framework.6

Practical examples of how these procedures were undertaken on
the Australia and New Zealand Intensive Care Society (ANZICS)
Sydney, NSW, Australia.
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Adult Patient Database (APD) are also provided to illustrate the
theoretical concepts described in the framework.

2. Methods

2.1. Data-quality framework

The data-quality framework used to facilitate the data-cleaning
procedures described in this paper consists of four domains:
integrity, consistency, completeness, and accuracy.6 Data integrity
refers to defining structural and technical aspects of the dataset and
involves tasks such as ensuring all data are in the correct format
and all variables required for the analysis are present. Data con-
sistency refers to how correct the data are, which is evaluated by
identifying impossible values in individual variables, and by iden-
tifying contradictions when assessing several variables together.
Data completeness refers to understanding the amount of data
missing in the dataset. Data accuracy involves assessing variables to
identify potential errors or unexpected values through statistical
testing rather than through comparisonwith other variables as was
performed in the data consistency checks. An overview of the four
domains and the tasks that are performed in each is provided in
Table 1 and can be used as a checklist by clinician researchers to
facilitate their own data-cleaning processes. Items in the checklist
are referred to throughout the article, and examples are provided to
illustrate how the task associated with each item could be
Table 1
Data-cleaning task checklist.

Item name Task description

Domain 1: Data integrity
1.1 Create data dictionary Create a document that lists all

information including variable n
type (e.g., continuous, categoria

1.2 Format variables Ensure all variables are formatt
imported into the analysis prog

1.3 Define research question Clarify the research question be
question will be defined in the

1.4 Remove inappropriate data Apply study inclusion/exclusion
entries (e.g., readmissions, dup

1.5 Assess variables Determine whether variables a
their current form or if they req
variables (e.g., convert postcode
admitting diagnoses into broad

1.6 Assess overall dataset Based on the findings of the afo
appropriate for use in the propo
sufficiently representative of po

Domain 2: Data consistency
2.1 Identify impossible values Assess each variable for imposs

implausible or categories not li
2.2 Identify inconsistent values Identify variables that are relat

ventilation duration [hours] and
pregnancy status [yes/no]).

Domain 3: Data completeness
3.1 Identify missing data Ensure missing data are coded c

to not-applicable data (e.g., ven
3.2 Quantify missing data Calculate the percentage of mis
3.3 Assess missing data Assess the missingness pattern

random, at random, or not at ra
3.4 Manage missing data Determine howmissing data wi

of the study methods.
Domain 4: Data accuracy
4.1 Assess continuous variables Visualise continuous variables t

distributed (e.g., normally, skew
4.2 Identify outlier data Use an appropriate statistical m
4.3 Evaluate outlier data Assess datapoints identified as
4.4 Manage outlier data Choose an appropriate method

study methods.
4.5 Sensitivity analysis If removing outliers from a data

this has on the study results.
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completed. The items in the checklist are intended to be performed
in the order they are described as some items are contingent on
others, for example, ensuring all data are formatted correctly (Item
1.2) before undertaking any filtering procedures (Item 1.4). It
should also be noted that this checklist is intended to be used when
analysing data that have already been obtained or collected for a
study and notwhen setting up a study that may involve prospective
data collection. However, it may be useful to refer to the checklist
during this initial preparation phase as many of the suggested items
can be addressed while collecting data by building various checks
into the data collection software that will prevent the entry of
incorrect values.

2.2. Data source

The examples described in this paper illustrate the data-
cleaning processes performed on data from the ANZICS APD ob-
tained for a cohort study examining the effect of pre-existing
mental health disorders in patients admitted to the intensive care
unit (ICU).7 The study linked the APD to data from the electronic
medical record (eMR) to determine the prevalence of pre-existing
mental health disorders in the cohort and then performed several
multivariable analyses to investigate potential associations be-
tween the presence of a pre-existing mental health disorder and
outcomes such as mortality and the need for mechanical ventila-
tion. The ANZICS APD is a clinical registry maintained by ANZICS
✓
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Centre for Outcome and Resource Evaluation, and while its primary
use is for quality assurance, use for research purposes is also
encouraged.8 The APD contains a range of variables relating to a
patient's ICU admission, including severity of illness scores, reason
for admission to the ICU, interventions within the ICU such as
mechanical ventilation and renal replacement therapy, and out-
comes such as ICUmortality and length of stay.9 Ethical approval for
the cohort study was obtained from the Northern Sydney Local
Health District Human Research Ethics Committee (2020/
ETH02376). All analyses were conducted in R version 4.0.4.
3. Results and discussion

3.1. Data integrity

Before commencing any data-cleaning processes, it is important
to define the structural and technical aspects of the dataset, also
known as the metadata.10 The study data dictionary (Item 1.1)
should summarise all relevant metadata including a brief definition
for each variable, the type of data for each variable, and how this
data type should appear when imported into the statistical analysis
program.11 Confirming the data type for each variable ensures that
appropriate statistical tests are selected, and checking that all var-
iables are formatted correctly avoids errors such as when a cate-
gorical variable with multiple levels is considered to be a
continuous variable by the analysis program (Item 1.2). A detailed
data dictionary is an important tool to refer to throughout the
conduct of a study, particularly if there are multiple collaborators
performing the data collection or analysis.1,12 Some datasets may
also have been collected over a long period of time, and the types or
definitions of included variables may have changed over this
period. Researchers should refer to documentation for the dataset,
which is contemporaneous to the period of data being analysed to
ensure that the definitions being used to guide the analysis match
those used when the data was originally collected.

Once the researcher has a clear understanding of the study
dataset, they should clarify their research question (Item 1.3). The
patient population for the study should be defined and a set of
inclusion and exclusion criteria developed to capture this group.
These criteria can then be applied to the dataset, and any inap-
propriate entries should be removed (Item 1.4). For example, a
study may have an exclusion criterion related to patient age and so
should remove any entries in the dataset accordingly. If the
researcher chooses to exclude any cases at this stage due to missing
data, for example, in the primary outcome variable, then the
Table 2
Example data dictionary.

Variable name Variable description Value labels

Age Age at hospital admission
(years)

N/A

ICU_SRCE ICU admission source 1 ¼ OT or PA
2 ¼ ED
3 ¼ Ward
4 ¼ ICU sam
5 ¼ Other ho
6 ¼ ICU othe
9 ¼ Home

SOCEC_SUM Index of Relative Socio-
Economic
Disadvantagedsummary
measure derived from postcode
variable

1 ¼ Most dis
2 ¼ Medium
3 ¼ Least dis

INV_IND Any type of invasive ventilation
during ICU stay

1 ¼ Yes
2 ¼ No

Abbreviations: ED ¼ emergency department; ICU ¼ intensive care unit; PACU ¼ post-an
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potential bias this introduces into the study should also be
considered (see “Data Completeness” section for a more detailed
discussion of missing data). Any duplicate entries should also be
removed at this stage. Duplicates can occur when data about a
single case are accidentally recorded more than once in a dataset,
resulting in multiple entries being present about the same case.
Duplicate entries usually have the same values in all variables,
although some duplicates may contain some minor differences.
Finally, the researcher should determine whether the dataset
contains all variables required to answer their question or if new
variables will need to be created to facilitate this (Item 1.5). For
example, if the aim of a study is to examine the impact of an
intervention on ICU length of stay but the dataset only contains
variables for ICU admission and discharge date/time, then a new
variable will need to be created that calculates the time difference
between these two variables.

Once these initial tasks have been completed, the researcher
should consider whether the structural and technical aspects of the
dataset are adequate to complete their proposed analysis (Item 1.6).
For example, if the dataset being analysed was originally collected
for another purpose, the researcher should consider whether it
contains variables relevant to the phenomenon of interest and
whether it is sufficiently representative of the population they
intend to apply their findings to. For datasets collected over a long
period of time, the researcher will also need to consider if and how
the dataset has changed, and whether this will affect the analysis.
For example, in addition to changes in the types of variables
collected, the scope of a dataset may have also changed over time to
include a greater or fewer number of participants, which may in-
fluence how the study's findings should be interpreted. Any limi-
tations identified at this point should be noted and reported along
with the overall results of the study.
3.1.1. Cohort study exampleddata integrity
For the cohort study, the data dictionary for the ANZICS APDwas

used to obtain the initial metadata and create the first version of the
study data dictionary.9 Information relating to the data type, and
how that type should appear when imported into R, was also added
(Item 1.1, Table 2). The only exclusion criterion for the cohort study
was readmissions to ICU within the same hospitalisation, and so
episodes of care flagged as being a readmissionwere removed from
the dataset (Item 1.4). Next, each variable in the APD dataset was
assessed to determine if it required transformation before per-
forming any further analyses to answer the study question (Item
1.5). Several variables were transformed, including conversion of
Variable data type Variable data type (R)

Continuous Numeric

CU

e hospital
spital
r hospital

Categorical Factor

advantage
disadvantage
advantage

Ordinal Ordered

Categorical Factor

esthaesia care unit.
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the postcode variable to indices of relative socioeconomic disad-
vantage and remoteness and aggregation of the Acute Physiology
and Chronic Health Evaluation III-J Diagnosis codes into broader
diagnostic categories. The study data dictionary was updated to
reflect these changes, an excerpt of which is presented in Table 2.
3.2. Data consistency

The consistency, or correctness, of a dataset should be assessed
in two stages. First, each variable should be considered in isolation
to identify any impossible values (Item 2.1). For continuous vari-
ables, biologically implausible values should be defined and either
corrected, if possible, or removed from the dataset. For categorical
variables, any value labels not present in the data dictionary should
also be either corrected or removed. For example, if a categorical
variable has only two value labels listed in the data dictionary,1 and
2, then any value other than these should be considered an error
and either be marked as missing or replaced with the correct value
if available. Wherever possible, correct values should be obtained
through verification against the source from which the data was
derived, commonly the patient's medical record. In some studies
involving multiple datasets, it may also be possible to determine
correct values by cross checking which values are recorded in these
other datasets. It should also be noted that many types of consis-
tency checks can be built into data collection software, including
commonly used platforms such as Research Electronic Data Cap-
ture, which can reduce the number of errors made during the data
collection process.13

Next, potentially contradictory values should be assessed by
considering multiple variables together (Item 2.2). For example, a
variable relating to pregnancy status could be considered together
with the sex variable to identify any males with a positive preg-
nancy status. Again, these contradictory values should be checked
and replaced with the correct value wherever possible, either
through source data verification or by cross referencing other
values in the available datasets. If the researcher is unable to access
the source from which the data were derived, then they may
potentially choose to make an assumption about which of two
contradictory variables is likely to be more correct. Assumptions
require a thorough understanding of the context in which the data
is collected to be able to make an appropriately informed judge-
ment which contradictory variable is likely to be correct. It should
also be noted that making assumptions can lead to inaccuracies and
biases being introduced into a study and so should be made with
caution and be clearly recorded as part of the analysis process. In
most cases, where the researcher cannot verify a contradictory or
implausible value against source data, or through cross-checking
Table 3
Exemplar consistency checks performed (Item 2.2) and updates made to APD data.

Variable name Consi

HOSP_SRCE
ICU_SRCE

For al
sourc
0.1%

HOSP_OUTCM
ICU_OUTCM
DIED
DIED_ICU
DIED_HOSP
ICU Discharge Date/Time
Hospital Discharge Date/Time

If ICU
HOSP
shoul
If HO
upda

ICU Admission Date/Time
Hospital Admission Date/Time

Hosp
Any h
time
data)

Abbreviations: APD ¼ Adult Patient Database; ICU ¼ intensive care unit.
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against other values in the dataset, they should simply consider
the values as errors and mark them as missing.

3.2.1. Cohort study exampleddata consistency
For the cohort study, biologically implausible values were

defined for each continuous variable in the APD. For example, for
the age variable, an upper limit of 110 years was chosen, and all
recorded ages greater than this were removed and marked as
missing. To check for impossible values in the categorical variables,
the APD data dictionary was consulted to identify permissible value
labels.9 All value labels in the dataset were listed in the data dic-
tionary, and so no values were removed. A series of multivariate
consistency checks were also performed on the APD data (Item 2.2,
Table 3). When performing these checks, it was assumed that var-
iables relating to the ICU admission were more correct than those
relating to the hospital admission, given that the data collectors for
the APD are based in the ICU. Many of these checks are also built
into the software used to collect and submit data to the APD
meaning that very few of these errors were identified (Table 3).

3.3. Data completeness

Assessments in the data completeness domain relate to identi-
fying and managing missing data in the dataset. A separate code
should be used to differentiate missing data from data that is not
applicable to that patient, for example, pregnancy status in a male
patient (Item 3.1). This will enable researchers to accurately
calculate the amount of missing data across their study dataset
(Item 3.2), which should be reported as the percentage of data
missing for each variable. Understanding patterns of missingness in
a dataset not only informs which type of method should be used to
manage missing data in the study analyses but can also provide
insights into the study cohort itself such as identifying which pa-
tient characteristics are associated with higher levels of missing
data.10 Frameworks for how to manage missing data specifically,
rather than as part of the overall data-cleaning procedures for a
study, have also been proposed, which can be used in conjunction
with the brief guidance provided here.14,15

Missing data can be classified either as missing completely at
random, missing at random, or missing not at random, depending
onwhether the patterns of missingness are related to or dependent
upon other variables in the dataset associated with the research
question.6,16 For example, if follow-up data for patients in the
intervention arm of a clinical trial aremore likely to bemissing than
for patients in the control arm, then clearly there is a pattern to the
missingness of data, and failing to account for this will lead to a
biased result. It is equally important to understand the amount and
stency check

l ICU admissions with a source ‘Other hospital’ or ‘Other hospital ICU’ the hospital
e should also be ‘Other hospital’. HOSP_SRCEwas updated to reflect this (12 values,
of available data)
_OUTCM is died and ICU and hospital discharge dates are the same, then
_OUTCM should also be died. The variables DIED_ICU, DIED_HOSP, and DIED
d also all be ‘yes’ andwere updated to reflect this (5 values, 0.03% of available data).
SP_OUTCM is survived, then ICU_OUTCM should also be survived, and so was
ted to reflect this (5 values, 0.03% of available data).

ital admission date/time should be less than or equal to ICU admission date/time.
ospital admission date/time values that occurred after the ICU admission date/
were updated to equal the ICU admission date/time (65 values, 0.4% of available
.
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type of missing data when conducting observational research,
particularly when using administrative datasets. Selection bias can
be introduced into observational studies if they depend on certain
variables being recorded in the eMR for use as outcome data, such
as attendance at follow-up appointments.17 Attendance at these
appointments may correlate with other variables such as age or
chronic health conditions, meaning particular subgroups may be
underrepresented in the study population. This again highlights the
importance of understanding the clinical context in which admin-
istrative data are collected in order to make informed judgements
regarding why a particular variable might have contained missing
data, and whether those data are missing at random or not. For
example, it might be routine for elective surgical patients to have
their height and weight recorded in the eMR during a visit to a
preadmission clinic, and therefore, these patients will be less likely
to have missing data in these variables than emergency medical
patients.

Once the amount and type of missing data has been determined,
a method for handling the missing values needs to be selected.
Multiple methods for handling missing data exist, although they
can be grouped into two main categories: those which impute the
Fig. 1. Scatterplots of the ICU length of stay (ICU_HRS) and hours of invasive ventilation
datapoint as an outlier (Item 4.2).
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missing data and those which exclude it.18 One common imputa-
tion method simply replaces missing values with the median,
mean, or most frequent value in the dataset. This method creates
bias by reducing the variability in the dataset, thereby resulting in
falsely precise estimates, and is not recommended.19 A potentially
less biased method for dealing with missing data is multiple
imputation, although when performing a type of multiple impu-
tation, it is recommended that expert statistical advice is obtained
as these procedures can be complex and require multiple as-
sumptions about the data to be met.20 Alternatively, it may be
appropriate to exclude variables with large amounts of missing
data from the analysis. Excluding patients with missing outcome
data is known as a complete case analysis, and while this may be
appropriate in large datasets with low levels of missing data, it can
also lead to bias if a particular subgroup is more likely to have
missing outcome data than the rest of the cohort.21

3.3.1. Cohort study exampleddata completeness
When assessing missing data in the APD for the cohort study,

levels of missing data were found to vary widely and were largely
dependent on whether the variable was deemed mandatory for
(INV_HOURS) variables with the number of statistical rules (Rules) classifying each
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Fig. 2. ICU length of stay variable before and after log transformation (items 4.1 and 4.4).
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collection by ANZICS or not.9 Overall, the final amount of missing
data present in the cohort study dataset was low, with over half the
variables having no missing data, and only seven (9.7%) having
more than 10% missing. Given the low levels of missing data, and
the large size of the overall study cohort (n ¼ 16,228), a complete
case analysis was used for multivariable analyses conducted in the
study.

3.4. Data accuracy

Similar to data consistency, assessments of data accuracy are
concerned with how correct the data are. However, unlike data
consistency, which determines correctness by comparing variables
against each other, measures of data accuracy are derived by
considering each variable in isolation and by using a variety of
statistical techniques to assess if the value of a datapoint may be
incorrect or unexpected. Datapoints that lie outside the expected
data distribution are known as outliers.22 Three broad categories
have been proposed for classifying outliers, namely error, inter-
esting, and random outliers.23,24 Error outliers are incorrect data,
for example, due to data-entry error. Interesting outliers are true
datapoints that when considered individually as case studies, or
together as a separate subgroup, have the potential for generating
new knowledge. For example, by investigating the causes behind an
outlier ICU with an unusually high mortality rate, the negative
impact of low staffing levels and high rates of after-hours discharge
were able to be demonstrated.25 Finally, random outliers are true
datapoints that fall outside the expected distribution due to chance
rather than underlying reasons worthy of investigation. Outliers
can also be classified either as univariate, when outliers in a
particular variable are considered in isolation, or multivariate when
a datapoint only becomes an outlier when additional dimensions
are added to the variable. For example, a patient's weight might be
considered to be within the normal range; however, their body
mass iIndex, which includes both height and weight dimensions,
may be assessed as an outlier.

There is no consensus definition for how to identify an outlier.23

Multiple methods for detecting these values are available, espe-
cially when assessing outliers in non-normally distributed or
heavily skewed data, such as length of stay.24,26 Similarly, there is
no consensus on how outliers should be handled, beyond correct-
ing or removing any error outliers and clearly reporting how all
outliers were handled.23 If considering removing outliers from the
dataset, the researcher should also perform a sensitivity analysis to
quantify the difference observed when outliers are excluded from
the dataset and the analysis. An alternate method for handling
Please cite this article as: Pilowsky JK et al., Data cleaning for clinician re
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outliers is to winsorize the variable, which replaces all values above
or below a specified percentile with values at that percentile of the
distribution.27 For variables with a highly skewed distribution,
other types of transformation can be considered such as a loga-
rithmic transformation, which reduces the influence of outlier
datapoints.28 A detailed discussion of how to identify and manage
outliers can be found in themethodology paper byMowbray et al.22

3.4.1. Cohort study exampleddata accuracy
When assessing univariate outliers in continuous variables in the

APD data for the cohort study (Item 4.1), four different statistical
methods were used (Tukey, 6-Sigma, Hubert and Sigma-gap) as
implemented in the R dataquieR package.29e32 Fig. 1 shows scat-
terplots for two of the assessed variables (ICU length of stay and
hours of invasive ventilation) with the different colours highlighting
how many statistical methods or rules classified each datapoint as
an outlier. Outliers in the ICU length of stay variable were left un-
changed for the descriptive analyses in the study; however, the
variable was log transformed before use in the multivariable ana-
lyses (Item 4.4). Histograms of the ICU length of stay variable before
and after log transformation are shown in Fig. 2.

4. Conclusion

This article has provided an overview of how a previously pro-
posed data-cleaning framework can be applied to the ANZICS APD.
The four domains, namely data integrity, consistency, complete-
ness, and accuracy were explained, along with practical examples
of how the various domain assessments should be conducted. A
summary of tasks for the four domains is provided in the form of a
data-cleaning checklist (Table 3) to enable clinician researchers to
conduct comprehensive data-cleaning assessments and improve
the quality of future clinical research.
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